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ABSTRACT

This paper develops and applies a new method for the dis-
covery of polyphonic patterns. The method supports the
representation of abstract relations that are formed between
notes that overlap in time without being simultaneous. Such
relations are central to understanding species counterpoint.
The method consists of an application of the vertical view-
point technique, which relies on a vertical slicing of the
musical score. It is applied to two-voice contrapuntal tex-
tures extracted from the Bach chorale harmonizations. Re-
sults show that the new method is powerful enough to rep-
resent and discover distinctive modules of species coun-
terpoint, including remarkably the suspension principle of
fourth species counterpoint. In addition, by focusing on
two voices in particular and setting them against all other
possible voice pairs, the method can elicit patterns that il-
lustrate well the unique treatment of the voices under in-
vestigation, e.g. the inner and outer voices. The results
are promising and indicate that the method is suitable for
computational musicology research.

1. INTRODUCTION

Polyphonic music presents challenges for music informa-
tion retrieval, and the representation and discovery of pat-
terns that recur in a polyphonic corpus remains an open
and interesting problem. The discovery of monophonic
patterns in music could be considered a mature area, with
several powerful methods proposed and effectively applied
to this task.

In polyphonic music, monophonic patterns can natu-
rally be discovered using such methods provided that voice
separation is first performed [12]. However, the discov-
ery of polyphonic patterns – those containing two or more
overlapping voices – is largely an open problem and there
remain few approaches in the literature. The difficulty of
this problem arises primarily from the presence of tempo-
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ral relations between notes that occur in different voices,
without being simultaneous. These relations are central to
the understanding of counterpoint [9] and occur in all but
the simplest note against note (first species) counterpoint.
The discovery of polyphonic patterns is a new area with
few existing approaches.

A difficulty with polyphony is that most polyphonic mu-
sic cannot be easily separated into a regular number of
voices [2]. In piano music, for example, voices can appear
and disappear throughout a piece, and it would be mistaken
to parse the music into a persistent number of voices. This
paper uses the voiced Bach chorale harmonizations, and
later some discussion is provided regarding the application
of the method to unvoiced polyphony.

The simplest approach to find patterns in a polyphonic
corpus is based on the conversion into chord symbol se-
quences, followed by the application of monophonic pat-
tern discovery algorithms [1, 5]. However, accurate au-
tomatic chord labelling and segmentation is an unsolved
problem, and the preparation of large corpora is difficult to
achieve by hand.

Vertical approaches [4] are applied to voiced polyphonic
textures first converted to a homophonic form. This is done
by fully expanding a polyphonic score by adding artificial
notes whenever a new onset time is encountered. This ex-
panded score is then sliced, features computed for each
slice in the sequence, and the resulting sequence mined us-
ing a monophonic pattern discovery approach. A similar
method using bit-string approaches has been described by
Chiu et al. [3]. The problem with these vertical approaches
is in the lack of flexible temporal relations between compo-
nents of a slice, which must all have the same onset time.

Geometric approaches [10] can be applied to voiced or
unvoiced polyphony and can reveal patterns not contiguous
on the music surface. The geometric approach however
has two drawbacks for discovering contrapuntal patterns.
Since geometric patterns must conserve exact inter-onset
intervals in the time dimension, they cannot represent gen-
eral local temporal relations among pattern components.
Furthermore the expensive time complexity of the method
leads to intractability for large pieces or corpora.

Polyphonic patterns are ideally represented as relational
networks. Nodes represent events and edges represent re-
lations between events. For example, consider the score
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fragment and small relational network presented in Fig-
ure 1(i,ii). This pattern matches four notes (a, b, c, d) in
the following relations: a m7 dissonance (a, c) formed by
the bottom voice (c) approached by a downwards leap, re-
solving to a M3 consonance (b, d) by a stepwise motion
down in the top voice (b), and a leap up in the bottom
voice (d). In addition, an asterisk∗ indicates that (c) is
preceded by a note that the pattern does not represent ex-
plicitly, but rather implicitly via the notion of melodic mo-
tion. Note that while (a, b) and (c, d) follow each other in
the same voice, critically important in this pattern are the
different temporal relations between (a, c) (c starting while
a is sounding) and (b, d) (they start together).
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Figure 1. Two-voice counterpoint pattern: i) instance in
final bar of BWV 257; ii) relational pattern; iii) piano-
roll notation of instance showing the slicing process; iv)
a schematic representation of the pattern; v) an equivalent
feature set pattern.

Figure 1(iv) shows a schematic representation that we
have developed as a visually appealing notation for a full
relational network over a limited number of relations. Hor-
izontal lines indicate voicing. The placement of vertical
lines indicates temporal relations, and their form indicates
consonance (dashed) or dissonance (dotted) between the
temporally related notes. The slope of horizontal lines
is proportional to the melodic contour it indicates (i.e. a

steeper slope indicates a melodic leap). When the contour
is not defined by the pattern, the horizontal line is dashed.
Again, an asterisk∗ indicates a note that must implicitly
be present for the pattern to match, but is not explicitly
matched by a pattern component.

This paper is concerned with discovering patterns like
the one presented in Figure 1 in a large corpus of poly-
phonic music. We consider a precise notion of polyphonic
pattern, one that captures musical intervals between notes
that overlap in time, including between notes that are not
simultaneous. Our approach is computationally very effi-
cient as it translates the relational discovery problem to a
form where sequential pattern discovery can be applied.

The paper is structured as follows. First, the newVVP
(Vertical ViewPoint) method for polyphonic pattern dis-
covery will be described. Results will be highlighted and
translated to schematic relational networks for clarity. Fi-
nally, the strengths and weaknesses ofVVP are discussed.

2. METHOD

The vertical viewpoint approach as originally presented [4]
applies to homophony and cannot express temporal rela-
tions that might hold between components of a vertical
slice, as would be required for the pattern developed in
Figure 1. However, the approach can be extended resulting
in what we call theVVP formalism. This is done by a)
adding the ability to handle local temporal relations within
slices; and b) describing properties of slices using flexible
sets of features.

The first step was to employ eventcontinuations, which
specially identify those events with onsets prior to the on-
set of the slice. This method was inspired by the approach
of Dubnov et al. [7] who developed a real-time method for
prediction of continuations for polyphonic improvisations.
Figure 1(iii) illustrates slices where continuations are used
to retain local temporal relations. For example, the slice
labelledA contains two notes: B2 in the bottom voice (c)
and a continued event A3 in the top voice (a).

The second step was to employfeature sets[6] to de-
scribe successive slices in a piece. In this paper, four fea-
tures are used to describe slices:

time describing the temporal relations between the two
voices, taking the valuesst (both voices start to-
gether),b-sw (bottom voice starts while the top voice
is sounding) andt-sw (top voice starts while the bot-
tom voice is sounding). These temporal relations
are derived by inspecting the continuation features
of events within slices;

qual of the harmonic interval (non-compound diatonic in-
terval between lower and higher pitches in the slice),
taking the valuescons (intervals P1, m3, M3, P5,
m6, M6) anddiss (all other intervals);

bc, tc describing the melodic contour of either the top
voice (tc) or bottom voice (bc), both taking the pos-
sible values leap up:++; leap down:- -; step up:+;
step down:-; unison:=.
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Figure 1(v) illustrates aVVP pattern, using the above fea-
tures. The pattern is a sequence of two features sets which
expresses exactly the relational network in Figure 1(ii). It
matches the score fragment in Figure 1(i) and in general
all pairs of contiguous slices that contain the features pre-
sented.

To apply this representation in pattern discovery, a cor-
pus is sliced at every unique onset time, every slice is sat-
urated with the above features, then a pattern discovery al-
gorithm finds all patterns that are distinctive (with a score
above a threshold) and maximally general [5]. The algo-
rithm for finding these patterns is a depth-first search of a
subsumption space, that iteratively refines patterns at each
search node to make them more specific. This is described
in more detail in [5].

Regarding the scoring of patterns, it is well-known that
discovered patterns should not be ranked simply by their
count, because a general pattern will naturally occur more
frequently than a more specific one, regardless of the cor-
pus. Patterns are scored by an odds ratio, dividing their
corpus probability by their background probability:

∆(P )
def
=

p(P |⊕)

p(P |⊖)
, (1)

whereP isa pattern and the probabilitiesp(P |⊕) andp(P |⊖)
are computed as follows. The probability of patternP in
the corpus isp(P |⊕) = c⊕(P )/n⊕, wherec⊕(P ) is the
total slice count of patternP in the corpus andn⊕ is the
number of slices in the corpus. To evaluate the background
probabilityp(P |⊖), two distinct methods may be used: the
anticorpusmethod, and the thenull modelmethod.

An anticorpusis a set of pieces that is set up specifically
to contrast with the analysis corpus. When an explicit an-
ticorpus is used, the background probability is simply the
anticorpus probability of the pattern:

p(P |⊖)
def
= c⊖(P )/n⊖, (2)

wherec⊖(P ) is the total slice count of the patternP in the
anticorpus, andn⊖ is the number of slices in the anticor-
pus.

In cases where an explicit anticorpus is not used, the
null modelmethod may be employed instead to rank pat-
terns. The null model probability of a patternP comprised
of feature setsc1, . . . , cn is defined as:

p(P |⊖)
def
=

n∏

i=1

∏

f∈ci

c⊕(f)/n⊕, (3)

wherec⊕(f) is the total count (number of slices) of the
featuref in the corpus. It estimates how probable a pattern
is by multiplying the probabilities of its constituent fea-
tures as they are encountered in the corpus. For example,
theb-sw andt-sw temporal relations might occur less fre-
quently than thest temporal relation. The null model prob-
ability of a pattern containing eitherb-sw or t-sw would
then be lower, allowing for such a pattern to be interesting
even if it has a lower total count than a similar pattern with
ast temporal relation.

3. RESULTS

This section presents the results ofVVP on pairs of voices
extracted from 185 J.S. Bach chorale harmonizations in
Humdrum format. Importantly, this format has diatonic
spelling for all pitches, facilitating the computation of con-
sonance and dissonance relations. Voices were extracted
and recombined using the Humdrum toolset, and the ap-
propriate filtering applied to insure well-formed slices (e.g.
removing null lines to avoid slices where no event starts).
All 6 possible ordered voice pairs were extracted from each
piece: soprano-alto (SA), soprano-tenor (ST), soprano-bass
(SB), alto-tenor (AT), alto-bass (AB), and tenor-bass (TB).
This provides a total of185×6 = 1110 possible two-voice
pairs.

Two experiments were performed: one where an an-
ticorpus was used to reveal the most interesting patterns
and one where a null model was used. In both experi-
ments, discovered pattern sets were filtered to retain only
those patterns that contained at least a temporal (time) and
harmonic interval quality feature (qual) in all components
of a pattern. The method was calibrated to discover pat-
terns with a score of at least 3 (Equation 1): with 3 times
higher probability in the corpus as compared to the anti-
corpus or null model background probabilities (this cali-
bration has worked well for other pattern discovery exper-
iments in music [5]). In addition, only patterns with a total
count of at least 100 were considered. This is a simple
way to isolate patterns that are deemed to be reasonably
frequent (the suspension pattern reported in Section 3.2,
for example, has a total count of 450).

3.1 Anticorpus

In this experiment, all 6 voice pairs (SA, ST, SB, AT, AB,
TB) were in turn used as the corpus, with the remaining 5
as the anticorpus. Thus each corpus comprises 185 two-
voice polyphonic extracts, and each anticorpus185 × 5 =
925 extracts. Patterns are ranked by using the anticorpus
method (Equation 2) to compute background probabilities.
Results for all experiments are concatenated, sorted from
high to low∆(P ) (Equation 1), and the most distinctive 3
patterns each from the AT and SB corpora were retained
(Table 1). The inner voices (AT) and outer voices (SB)
were selected for illustration as they were previously dis-
cussed in the literature [8], but the method returns results
for every voice pair. Below each pattern, Table 1 shows its
total count and score as a number pair. The three patterns
in each group are sorted by decreasing score∆(P ): note
how a pattern can have higher score despite having a lower
total count.

The first pattern of Table 1 is roughly 5 times more
likely to occur between SB (outer voices) than any other
voice pair. As mentioned by Huron [8], outer voices are
more perceptually salient. They are hence expected to ex-
hibit a good contrapuntal quality. Not surprinsingly, the
patterns discovered byVVP as characteristic of SB are all
consistent with counterpoint. For example, the first and
third patterns introduce a dissonance over ab-sw temporal
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Pattern Schema Examples
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Table 1. Patterns discovered by computing background probabilities using an anticorpus. Top: distinctive of SB; bottom:
distinctive of AT.

relation on a weak beat and resolve it straight away through
stepwise melodic motion.

By opposition, one can expect the inner voices (AT),
which are less perceptually salient, to be used more freely
to create harmonies, with less considerations for the pres-
ence of dissonance. The last three patterns of Table 1 all
characterize the inner voices and are consistent with this
idea. All patterns introduce a dissonance over ast tem-
poral relation. Pattern 5 clearly demonstrates this: a disso-
nances of a perfect fourth, usually forbidden between outer
voices, here freely occurs in both examples.

In addition to the results presented in Table 1, many of
the most interesting patterns discovered byVVP refer to
either SB or AT pairs (data not shown). This suggests that
the inner and outer voices are the two voice pairs that are
the easiest to characterize, possibly because they differ the

most from other voice pairs in terms of their contrapuntal
quality.

3.2 Null model

In this experiment, we consider all voice pairs together (a
corpus of 1110 two-voice pairs). Patterns are ranked by
using a null model (Equation 3) to compute background
probabilities. The seven most distinctive patterns are pre-
sented in Table 2. Again, the total count and score of each
pattern is shown as a number pair.

The first pattern exhibits consecutive leaps. On its own,
a leap is less likely than a step. Similarly, a sequence of
leaps will be deemed unlikely by the null model. How-
ever, the first pattern contains such a sequence and does
occur significantly in the chorales: 11 times more than ex-
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pected. This can be interpreted as a composition rule: a
sequenceof leaps is acceptable, given that it occurs over
two consonances, over twob-sw temporal relations, and
changes contour. Note how the second instance of pat-
tern 1 presents a rhythmic augmentation: the abstract pat-
tern makes no constraints on rhythmic features.

The second, fourth and fifth pattern evoke second species
counterpoint, while the sixth evokes first species. Pattern 3
evokes third species counterpoint, with a four note against
one texture, alternating with dissonance and consonance.
In one instance the bass line is rising: in the other it falls.
In pattern 2, similarly, the direction of motion of the tenor
line is inverted between the two instances shown. Again,
this illustrates the abstraction power of the feature set pat-
tern representation.

Pattern 7 is characteristic of the fourth species, with
voices overlapping via successiveb-sw and t-sw tempo-
ral relations. Remarkably, this is a pattern precisely de-
scribing the suspension pattern of fourth species counter-
point, including the melodic contour of a step down for the
resolution of the dissonance [9]. The two instances pre-
sented are examples of the 4-3 and 7-6 suspension. Note
how the high level of abstraction of this pattern (refraining
from specifying exact intervals, and lower voice movement
for the suspension resolution) is necessary to represent the
concept of a suspension.

4. DISCUSSION

This paper presented theVVP method for the discovery of
relational patterns in two-voice counterpoint. The method
is based on a monophonic pattern discovery algorithm [5],
and extends earlier results [4] through the use of continua-
tions of events across slices. TheVVP approach is fast as
it transforms a relational data mining problem into a sim-
pler sequential one, an example of representation change
often employed in machine learning. Nevertheless, the rep-
resentation is flexible due to the abstraction of slices by
feature sets.

In the experiments presented here, the representation al-
lows the concise expression of many contrapuntal patterns.
This demonstrates that the approach is powerful enough
to discover polyphonic patterns of theoretical significance.
The patterns reported here are not particularly surprising,
but their discovery is nonetheless promising: further ex-
ploration with the method could help discover significant
patterns that are yet unknown to music theory. This explo-
ration is however outside the scope of the current paper.

Similar patterns to the those presented here have been
studied in the context of supervised learning [11], where
the patterns were identified beforehand and the task was to
learn rules explaining the structure of the patterns. How-
ever, only simple note against note counterpoint was stud-
ied.

The application of the method in this paper led to pat-
terns that were very abstract, with highly divergent instances
on the musical surface. It was shown, however, that such
abstraction is necessary to capture the concept of a fourth
species suspension pattern in its full generality. Further-

more, using only three simple background features (tem-
poral relations, harmonic interval quality, and melodic con-
tour), the method was able to discover the suspension in a
corpus of Bach chorale harmonizations.

If less abstraction is desired, more background features
can be added, for example those referring to melodic inter-
val and durations of notes. For this study, a calibration of
the method using the most basic relations of counterpoint
was desired. This has been successful and future work will
focus on further pattern representation aspects.

Though applied to two-voice textures here, the method
easily extends to more voices. Further temporal relations
would need to be added to accommodate the additional
temporal relations formed; for example for pattern discov-
ery in 3 voices (e.g., SAT), three overlap relations (SA, ST,
AT) and three corresponding simultaneity relations would
be needed: in general a number of such features quadratic
in the number of notes in a slice. In addition, three dif-
ferent harmonic interval relations would be necessary, or
alternatively the notion of harmonic interval quality could
somehow be extended to triads.

A limitation of this approach, as presented here, is that it
applies to voiced polyphony, or corpora where voices have
already been extracted from an unvoiced polyphonic tex-
ture. There are several possible ways to apply the method
to raw unvoiced textures. Temporal relations between slice
components may simply be discarded, and any “static” view-
point (such as chord type, mode) of a slice may be used.
Alternatively, the presence of a temporal relation between
slice components can be considered but with voice lead-
ing relations (e.g., melodic contour) omitted. Finally, if
both temporal and voice-leading relations are desired, one
might replace the notions of top voice and bottom voice
with the highest note and lowest note in the slice, reminis-
cent of the simple skyline approach to voice segregation.
With feature sets, one could even include melodic rela-
tionships between second highest pitches (if present), third
highest pitches (if present), lowest (possible bass line) and
so on. The presence or absence of such features would
also indicate texture density, hence potentially expressing
patterns occurring over changes of textures.
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Pattern Schema Examples
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